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] ABSTRACT B METHODOLOGY B  EXPECTED BUSINESS IMPACT
The BUrBose of our study is 1o develop a classification model to bredict We need fo predict UFC fights at a high accuracy to keep a profitable In the world of algorithmic sports betting, positive expected value (EV) is
e e UG oot ey an o average over the long run. To do this we focused on three goals 1) the name of the game. Just having a winning model is not enough. You
atehups. I develé o this model gwe obe 16 brofit via P acin Pre-process the data 2) Pick strong predictor variables 3) Train mulfiple must also identify profitable wagers by assessing the odds set by Vegas
wagers Iiivi.’rh sports bo%kég By havin 'o s’ro’risﬂgoll ef?ec’rive repdic’rivg modets and compare. With these steps we were abje fo creale o sporfsbooks. To determine whether a wager may be profitable or not we
% I F.)” e able t Y g’r "r' 4 o pl dafa frame with our desired variables and apply if fo h20 - a software can use the following equation to calculate expected value:
MOGel, we Wwill be dbie 10 generate posiiive expecied vaiue over that will automatically train your model based on your preferences.
fime. By making numerous wagers with positive expected values, profit is Through h2o we created two models classify and provide probabilities E = p(profit) + (1-p) * (loss)
mathematically guaranteed over infinite trials with unlimited capital. on which fighter will win.
A Data Pre- Master Columns that are | | Imputation & Where o = probability of Q win and (1-p) = probgbili’ry of a Io.ss. We
. INTRODUCTION 7/1( Processing Dataset not relevant Omission derive profit and loss from given sportsbook odds. Since expectations are
- . | additive, we can create a chain of separate expectations representing
Due to lifting of federal regulations across the United States, the sports various wagers adding up to one final expected value. If our result is
gambling industry has skyrocketed in popularity. A key component of the : BATA positive, we should make the wager.
success to this industry is the Ultimate Fighting Championship, or UFC. As One-Hot L] Adataset Thc’;‘ E relady fo b\ CLEANING
things currently stand, only 23 states have some form of legalized sports Encodings ] be analyzed! —— E(x1+x2+..xn) = E(x1) + E(x2) + E(xn)
gambling. The industry is projectfed fo be worth over $155 billion and wil PR e SR PR EET o FEE i T
Ig.gkrow obo(;J’r|9T% onng.o[rly gn’nl 2024. fT.hET.rnokbesvaes’rmeﬂr:’rsA? the mdu.?rfrry, Brob win 20.00% prob win 76.05% $§ 100.00
ke a model to predict winners on fighting bets, a worthwhile proposition
. . Feature removal based prob loss 30% prob loss 24.0%
and SUCSSfS could be monumenial. /2\ Varlal.)le L All predlctor} EEj on zero variance & high EDj Wil arealnE 0% Ty P PR 240% 40
g Selection| variables ineart loss amount -100% -100 |loss amount -100% -100
‘ ‘ colincarity Expected Value -2.00 Expected Value 6.47
L Backw?lrds } ] Robust dataset with strong . . . .
. MODEL BUILDING Selection ] predictors! W|Th a win percentage of 76.05% vs an average win percentage of 70% Ig
. o . . similar models, our model makes the difference between winning
Our model is based off a classification-type problem and is created using money or losing money in the long run. Assumptions for the above table
binary logistic regrgssion method. Our problem necessitates high accuracy Data Partition (Holdout include a standard betting unit of $100 with our loss amount set over 2x
as the model decides between two fighters in each mafchup. We used A Cross Method) that of our win amount (typical when betting on a favored fighter). With
accuracy to evaluate our predictive model. Validation and 70% Train 30% Test H o the given inputs, our model would mathematically guarantee a positive
Research Questions: 3 Model @ 2 expected return over fime while befting on fights with similar
-  What key drivers influence the outcome of fights and how accurately can Selection - payouts. Comparea .TO the model that Is 6.057% less Qccgro’re, fhis model
: : . e e ™\ would refurn a negative expected value and mathematically guarantee
these drivers predict the fighte Utilized h20 ; : :
: : : o lose the user 100% of his or her bankroll in the long run.
« Can a model combined with active bankroll management be used to software to create Result: Logit Model
place profitable wagers in the long rune deep learning and with 76.05% Accuracy . CONCLUSIONS
B LITERATURE REVIEW | ooiimodsl g on test set Some of the key drivers in our model were signature strike percentage,
Study Similarities to Our Model Novelty of Our Model STATISTICAL RESULTS Igl)(:les’rrlkes landed, a fighter's reach, the number of knockouts, and many
Utilized a logisti : .. : '
e e R Since our Logistic Regression o : . : : :
regression model and cross- Model dicol high Model Statistics By frusting the laws of probability and mathematics the union of a highly
Johnson (2012) validation Used K-fold validation ode '5(5) ays i 'Tgh e s accurate model and an expected value calculator will yield the user of
Random forest classifiers Used RF classifiers as a GCCUBOCY OT SCNSl IVII\Z\ dGT these systems positive returns over time. Placing wagers on fights with
to generate decision trees part of stacked ensemble our Leep eoerIQgT ’rh’o e’III o positive expected values with a 76.05% degree of accuracy will turn a
Lessman, et al. (2010) for classification model \ge can Gssﬁ.mel < J IIS \]/cw 5% orofit in the long run given the user can sustain statistical swings (losing
General Linearized Model, © dC.)UTr OpUIIETg:O bm? © Wor . streaks).
K-fold validation, training  Used GLM as a part of predic mgf'd ; ?ﬁ S’r. ’rhe
5 65%
McQuaide (2019) data set stacked ensemble model fgzisﬂ g%‘;g‘gr:sr‘sion Mg e Wﬁ I Bl ACKNOWLEDGEMENTS
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Miljkovié, et al. (2010) fold validation models expected value for profit.




